1. The nth Taylor polynomial for f(x) based at x = xg is

Py(x) = f(xo)+ f'(wo)(x —z0) + f”;TO) (x — 20)*
/"1 To 5 (n) 0 .
+f 3(! )(az—xo) ---+fn—(!)(a:—x0)

2. The idea behind Taylor polynomials approximating a
function f(x) is to focus on how f behaves at one point
xg. We match not only the y-values at zg, but also the
slopes (the first derivative), the concavity (the second
derivative), and however many more derivatives we
choose — n is the number of derivatives we’re choosing

to match.

3. It seems that the higher n is, the better an

approximation P, (x) gives.

4. We can approximate cos(x) near x = 0 by

cos(x) = 1 — 2% /2! + 2* /4! — 25 /6!
and near x = 27 by

cos(z) = 1 — (z —2m)?/2! + (x — 21)* /4! — (z — 27)% /6!
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