
Recall from last time - If f is monotonic

If f is increasing on [a, b],
Ln ≤ I Rn ≥ I

If f is increasing on [a, b]

Ln ≤ I ≤ Rn.

If f is decreasing on [a, b],
Ln ≥ I Rn ≤ I

If f is decreasing on [a, b]

Rn ≤ I ≤ Ln

Thus if f is monotonic (that is, always increasing or always decreasing),
we can bound the error involved in using either Ln or Rn to approximate I.

ELn =
∣∣I − Ln

∣∣ ≤ ∣∣Rn − Ln
∣∣

ERn =
∣∣I − Rn

∣∣︸ ︷︷ ︸
error

≤
∣∣Rn − Ln

∣∣︸ ︷︷ ︸
an error bound

Math 104-Calculus 2 (Sklensky) In-Class Work September 12, 2013 1 / 6



Recall example:

If I =

∫ 1/2

0
e−x

2
dx ,

I ≈ R4

≈ 1

8
· e−(1/8)2 +

1

8
· e−(1/4)2

+
1

8
· e−(3/8)2 +

1

8
· e−(1/2)2

≈ 0.4464406673

Question: We know that ER4 ≤
∣∣L4 − R4

∣∣.
To find a bound on how well or poorly 0.44644 approximates I, do we
need to find L4 as well?
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Recall - If f is always conc up or conc down

If f is concave down on [a, b],
Mn ≥ I Tn ≤ I

If f is conc down on [a, b]
Tn ≤ I ≤ Mn

If f is concave up on [a, b],
Mn ≤ I Tn ≥ I

If f is conc up on [a, b]
Mn ≤ I ≤ Tn
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Example:

Let I =

∫ 5

1
ecos(x) dx .

Notice that ecos(x) is concave up on
[1, 5]

It turns out that

M10 ≈ 2.823611872.

Thus∫ 10

0
ecos(x) dx ≈ 2.823611872.

But how close is I to 2.823611872?
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To find M, look at graph of f ′′(x) on [1, 5]:
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To find M, look at graph of f ′′(x) on [1, 5]:

Because 0 ≤ f ′′(x) ≤ 1.1, can use M = 1.1
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